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VIRTUALIZATION




Virtualization Types

APPLICATION CONTAINER SYSTEM CONTAINER VIRTUAL MACHINE
[ MICROSERVICE ] APPLICATION | | APPLICATION APPLICATION | | APPLICATION
CONTAINER CONTAINER CONTAINER CONTAINER

CONFIG, LIBS, etc.

-

/ CONFIG, LIBS, DAEMONS, USERS, etc. CONFIG, LIBS, DAEMONS, USERS, etc.
OTHER APPS DOCKER OTHER APPS

SYSTEM CONTAINER ENGINE

DOCKER

DOCKER

GUEST OS

HYPERVISOR
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Virtualization Types

APPLICATION CONTAINER SYSTEM CONTAINER VIRTUAL MACHINE
[ MICROSERVICE ] APPLICATION | | APPLICATION APPLICATION | | APPLICATION
CONTAINER CONTAINER CONTAINER CONTAINER

CONFIG, LIBS, etc.

-

/ CONFIG, LIBS, DAEMONS, USERS, etc. CONFIG, LIBS, DAEMONS, USERS, etc.

DOCKER

OTHER APPS DOCKER OTHER APPS DOCKER

GUEST OS
SYSTEM CONTAINER ENGINE

HYPERVISOR

docker
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Virtualization Types

APPLICATION CONTAINER SYSTEM CONTAINER VIRTUAL MACHINE
[ MICROSERVICE ] APPLICATION | | APPLICATION APPLICATION | | APPLICATION
CONTAINER CONTAINER CONTAINER CONTAINER

CONFIG, LIBS, etc.

\.

/ CONFIG, LIBS, DAEMONS, USERS, etc. CONFIG, LIBS, DAEMONS, USERS, etc.

DOCKER

OTHER APPS DOCKER OTHER APPS DOCKER

GUEST OS
SYSTEM CONTAINER ENGINE

docker Virtuozzo

HYPERVISOR
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Container Types

Application Container System Container

. Main Service Other Main or Auxiliary Services

Used as an OS to run multiple services
No layered filesystems by default
Stronger isolation

Examples: Virtuozzo, LXC

e Used to run for a single service
e Layered filesystems
e Examples: Docker, CRI-O
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Certified Managed Containers

Tomcat 9.0.36 v

Tomcat > 9.x.x
E GlassFish > 8.x.x
| Java Engine A
Jenkins
Jetty
Payara
: Spring Boot
TomEE+
WildFly
PHP

& Jelaslic Multi-Cloud Paas

Application Servers m
Vertical Scaling per Node

Reserved ©  Scaling Limit (7]
24 — cloudlet(s) upto 80  cloudlet(s)
3 GiB, 9.6 GHz up to 10 GiB, 32 GHz

4. @ Jelastic

Certified Image

Horizontal Scaling

4
Stateful v System Container

Tomcat 9.0.36 ¥ Oracle OpenJD... ¥

Disk Limit 10
Sequential restart delay

High-Availability,

Public IPv4

HIGH AVAILABILITY

SCALING ON DEMAND

Jelastic Jelastic
Certified Image Certified Image

System Container System Container

Jelastic Orchestrator
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Virtual Private Servers (Elastic VPS)

Cent0S 7.7 v
CentOS » 7.7
Debian > | 7.6
Ubuntu 4
Virtuozzo 7

Docker Image...

& Jelaslic Multi-Cloud Paas

(-] Elastic VPS [ oN |
Vertical Scaling per Node

Reserved
24  cloudlet(s)
3 GiB, 9.6 GHz

Horizontal Scaling

% 2
. Stateful »

Cent0S 7.7 ~

(2] Scaling Limit (]
upto 80  cloudlet(s)
up to 10 GiB, 32 GHz

Jelastic
Certified Image

Disk Limit 10

System Container

Sequential restart delay 30

Public IPv4 [ oFF |

7 HIGH AVAILABILITY
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Bd SCALING ON DEMAND

Jelastic
Certified Image

System Container

Jelastic Orchestrator
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Custom Docker Containers

Elasticsearch: 7.8.0

& Custom W Favorites

Docker Hub: elasticsearch

elasticsearch
3rd Party 3rd Party 3rd Party
Custom Image Custom Image Custom Image

bitnami/elasticsearch

System Container System Container System Container

elastichq/elasticsearch-hq | h
Jelastic Orchestrator

justwatch/elasticsearch_exporter

DEVOPS AUTOMATION ) BUSINESS GROWTH
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Docker Engine CE (Docker Native)

Docker Engine CE

This package provides standalone Docker Engine. You can use it for performing docker
build, docker run, docker-compose up and docker swarm join. For using docker swarm

and docker stack please review dedicated package of Docker Swarm cluster.

Docker Version 20.10.7

Create a clean standalone engine

Connect to an existing swarm cluster Images Images Images

Deploy containers fi yml : : :
b RO e Docker Engine Docker Engine Docker Engine

Install Portainer UI and Let's Encrypt SSL certificates . = .
System Container System Container System Container

Environment dockerengine .vip.jelastic.cloud Jelastic Orchestrator

Display Name Docker Engine CE

Region Premium

Install
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Kubernetes Cluster

Kubernetes Cluster

pricing for running cloud-native microservice applications. The cluster can be used for

! Dedicated Kubernetes cluster with automated scaling and cost efficient pay-per-use

development and production environments.

Version v1.19.10 K8s Dashboard v2

Topology Development Ingress Controller  NGINX

Deployment e Clean cluster Custom Units Pods Pods
NFS Storage Master Worker Worker

Modules /  Prometheus & Grafana v Jaeger Tracing Tools System Container System Container System Container

Remote API Access

Jelastic Orchestrator
Environment kubernetes .vip.jelastic.cloud

Display Name Kubernetes Cluster

Region Premium

Install
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EFFECTIVE USAGE
OF INFRASTRUCTURE



Running Kubernetes on VMs vs System Containers

VM-BASED HOST CONTAINER-BASED HOST
VM 1 VM 2 CONTAINER 1 CONTAINER 2 i
K8S NODE 1 K8S NODE 2 K8S NODE 1 K8S NODE 2

NI

e 4 EJED ENES

/o

s7Nelllll 21 o E4 Ld lEd LS

\ V.. J . b 9 J

‘ %] 0 B
GUEST OS GUEST OS \ S J L J

HYPERVISOR

CONTAINER ENGINE

HOST OPERATING SYSTEM HOST OPERATING SYSTEM

INFRASTRUCTURE INFRASTRUCTURE

-
\
-
-
\
e
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VM-BASED HOST

Kubernetes on VMs vs System Containers

CONTAINER-BASED HOST

ol
i ]y
il
B e

INFRASTRUCTURE

[ ol
s 5 ol [
I bl
s 1 g [

INFRASTRUCTURE
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. Guest OS Footprint

. In Use

" HIGH AVAILABILITY

Reserved but not used Available
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Kubernetes on VMs vs System Containers

VM-BASED HOST CONTAINER-BASED HOST

~ RESERVED BUTNOTUSED
/ ' ' AVAILABLE

INFRASTRUCTURE INFRASTRUCTURE
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Live Migration of Containers

e Zero downtime hardware maintenance

e Load rebalancing across host nodes

e High-availability across clouds

#” Settings
1 Custom Domains Read documentation to find out more details on environments migration.

B Custom SSL Migrate environment: env-5315003
™ SSH Access
Current Region: Target Region:

Endpoints

Monitoring
Germany

B Load Alerts
Auto Horizontal Scaling
B Events History = USA

% Collaboration
#% Change Owner United Kingdom
& Migration
» Export :
e I Switzerland

Brazil

“s7 Australia

IGH AVAILABILITY & SCALING ON DEMAND (@©O) DEVOPS AUTOMATION 5) BUSINESS GROWTH
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Live Migration across Clouds without Downtime

Live Migratio AWS to Azure

lboince $9815229 v | W settngs | @i v b pyelstc

File Interaction Help
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https://www.youtube.com/watch?v=HfN4L6RFL10
https://jelastic.com/blog/live-migration-of-docker-containers-within-cloud-regions/

SCALING JAVA IN
VMs vs CONTAINERS



Resource Limit vs Real Usage in VM and Container

Reserved and Wasted Available and Shared

Resources
Resources

VM Container
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Horizontal Scaling: VMs vs Containers

VMs

Containers

& Jelastic Multi-Cloud Paas

Reserved and Wasted

Reserved and Wasted

Reserved and Wasted

Available and Shared

Available and Shared

Available and Shared

. HIGH AVAILABILITY SCALING ON DEMAND DEVOPS AUTOMATION
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Vertical Scaling: VMs vs Containers

-

/9 Reserved and Wasted
(e e
Reserved and Wasted

Reserved and Wasted

VM 1 VM 2 VM 3 Container 1

—> Migration with Downtime ——-» Resizing without Downtime

Resizing of the same container on the fly is easier, cheaper and faster
than moving to a larger VM.
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Automatic Vertical Scaling

¢
[ on

Application Servers

Vertical Scaling per Node

©  Scaling Limit (]
upto 32  cloudlet(s)

up to 4 GiB, 12.8 GHz

Reserved
1 cloudlet(s)
128 MiB, 400 MHz

@ O

Horizontal Scaling

L

Every container hosted with
Jelastic PaaS is divided into
granular units - cloudlets (128MiB
of RAM and 400MHz of CPU)

1 Vertical Scaling per Node

Stateful v

Payara 5.2020.4 v Adop

Reserved
Auto-Clustering

Disk Limit

Sequential restart delay 128 MlB, 400 MHz
Access via SLB

Public IPv4
Public IPv6

6 s [ vaone | it

& Jelastic Multi-Cloud Paas

IGH AVAILABILITY

1 cloudlet(s)

7]

&

Scaling Limit
upto 32  cloudlet(s)
up to 4 GiB, 12.8 GHz

® O
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Automatic Vertical Scaling

e o a0l R You can set up a maximum
Scaling Limit for each container,
I so the resources will be always
eserv ing Limit ] . .
We it " available in case of load spikes

. or other consumption changes

@
&< - Vertical Scaling per Node

Horizontal Scaling
Stateful v

Payara5.2020.4 v  Adop, Reserved & Scaling Limit &
1 cloudlet(s) upto 128  cloudlet(s)

isk Limit
Sequential restart delay 128 M|B, 400 MHZ Up tO 16 GlB, 51.2 GHZ

Access via SLB

Application Servers m

Vertical Scaling per Node

Public IPv4

©

Public IPv6 -.
() varois | volumes | 2 s
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Horizontal Scaling

< Java F PHP & Pyt =GO Lang & Premium

Application Servers m Resources 1 cloudlet = 128 MiB + 400 MHz
Vertical Scaling per Node From Reserved Cloudlets: +32=172

Reserved ©  Scaling Limit e To Scaling Limit: 40+ 160 = 200
16  cloudlet(s) upto 80 cloudlet(s)
2 GiB, 6.4 GHz up to 10 GiB, 32 GHz

—® ©

Horizontal Scaling N

“ 4 l <
Stateful v
Stateless &< Application Servers x 4

Payara 5.2020.4 cle Openl]DK... ¥
L Stateful £

payara

Load Balancer

Auto-Clustering OFF
Disk Limit

ED 172.25.2.53
Sequential restart delay

Access via SLB m

Public IPv4 OFF

Deployments

BaA
>y SCALING ON DEMAND
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Stateless (Create New) vs Stateful (Clone)

Stateless

Master Worker

Empty

Stateless mode creates an empty node from
a base container image template.

Works faster than stateful and easy to
parallelize the scaling process.

& Jelaslic Multi-Cloud Paas

€7 HIGH AVAILABILITY

Master

Stateful

Worker

Clone

Stateful mode creates a new node as a full
copy (clone) from the master.

Usually takes longer than stateless, but data is
replicated automatically.

%% SCALING ON DEMAND
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Automatic Horizontal Scaling

: £~ Application Servers| ¥ o) Memory ®© Network M Diskl/O [ Disk IOPS
{} Settings

&1 Custom Domains £ 12hours v
m c t SSL | Add Nodes
sl Custom
=] SSH Access
Endpoints

ing i . -~
When loading is more than: 85 &
For at least: 5 minutes

Scale out to: 8 nodes by | 1
Firewall

™ Load Alerts 7] Remove Nodes
Auto Horizontal Scallng When loading is less than: 35 c
2 Collaboration Foratleast |10 minutes
& Change Owner Scale in to: 2 nodes by | 1 < count
% Migration Send Email Notification: m
. Export

Info

OJeIastic Multi-Cloud PaaS ‘}ﬁ HIGH AVAILABILITY gg SCALING ON DEMAND (@5) DEVOPS AUTOMATION ]S BUSINESS GROWTH



Load Alerts

I': Application Servers : Statistics

&8 Custom Domains
&3 Custom SSL
=] SSH Access
Endpoints
Firewall
™ Load Alerts
Auto Horizontal Scaling
2 Collaboration
& Change Owner
& Migration
" Export
Info

& Jelastic Multi-Cloud Paas

{3} Settings

4 Settings [ History

© Add # Edit Remove Enable Refresh

Name Condition

Load Balancer

NGINX 1.18.0

N

auto_alert_cpu CPU > 70%

auto_alert_mem Memory > 80%

auto_alert_disk Storage > 90%

auto_alert_inodes Add Alert

auto_alert_net_ext_out Name:

auto_alert_oom_killer Nodes:

Application Servers Whenever:
Tomcat 10.0.0-M9 x 3

Is:

o

SQL Datat/)és:eisﬁ For at least:

lariaDB 10.4.16 x 2

Notification frequency:

DA

€7 HIGH AVAILABILITY 5 SCALING ON DEMAND

Alert 1

¥ Application Servers
Cloudlets (Memory, CPU)
> v (|55 S| %

10 < | minutes

1 ¥ | hour(s)

Cancel

5) DEVOPS AUTOMATION
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Anti-Affinity Rules

Created Environment

All newly added containers of e Status | Deployed

my-application

Running Not deployed

the single layer are created

» Nginx 1.10.1 x 2

at the different hosts, » ¥ Tomeat 7.0.70

» 4 MariaDB 10.1.16 x 2

providing advanced

high-availability and failover

protection.

Host #1 Host #2 Host #N

& Jelastic Multi-Cloud Paas HIGH AVAILABILITY

Z 3 SCALING ON DEMAND 30) DEVOPS AUTOMATION



PAY-PER-USE
VS
PAY-AS-YOU-GO




Pay-As-You-Go vs Pay-per-Actual-Use

Pay-As-You-Go Pay-per-Actual-Use
Pay for the Limits o Pay for the Usage o
A Limit A Limit
sy YourServer . I
O
&
VM-Based Cloud Vendors Container-Based Cloud Vendors

Using automatic vertical scaling, cloud provides can offer economically
advantageous pricing based on the actual resource consumption

Forbes - Deceptive Cloud Efficiency: Do You Really Pay As You Use?

@ Jelastic Multi-Cloud PaaS S7 HIGH AVAILABILITY & SCALING ON DEMAND C5) DEVOPS AUTOMATION r?‘ BUSINESS GROWTH


https://www.forbes.com/sites/forbestechcouncil/2018/03/28/deceptive-cloud-efficiency-do-you-really-pay-as-you-use/

Linux Terminology for RAM Consumption

~$ free -m

tomcat@node275130-0002-test-env
total used shared buff/cache available

Mem: 8192 102 0 39 8088
Swap: 4096 0]

e total - memory limit, amount of memory that can be used
e used - currently used memory, calculated as total - free - buffers - cache
e shared - extra used memory and shared with other containers on the same host

e buff/cache - temporary used memory which can be reclaimed any time on demand

& Jelastic Multi-Cloud Paas CZ&’ HIGH AVAILABILITY B& SCALING ON DEMAND DEVOPS AUTOMATION §) BUSINESS GROWTH


https://linuxize.com/post/free-command-in-linux/

MacOS

Terminology for RAM Consumption

To check RAM usage on Mac, go to Activity Monitor (Applications > Utilities)

MEMO

RY PRESSURE

Physical Memory: 8.00 GB
App M : 2.34 GB
Memory Used: 6.73 GB pp Memory G
Cached Fil 58 OB Wired Memory: 2.18 GB
ached ries: : Compressed: 2.21GB
Swap Used: 583.0 MB

e Physical Memory - the amount of RAM installed
e Memory Used - the amount of RAM being used

©)

©)

& Jelastic Multi-Cloud Paas

App Memory - the amount of memory being used by apps
Wired Memory - memory required by the system to operate. This memory can't
be cached and must stay in RAM, so it's not available to other apps

Compressed - the amount of memory that has been compressed to make more
RAM available

Eig SCALING ON DEMAND EVOPS AUTOMATION )fj BUSINESS GROWTH
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Windows Terminology for RAM Consumption

. . i M i
e Total - memory limit, amount of memory | ovever U ey Dk Nework
that can be used Ricgases B2 ledrhzcd ey <
InU t d Physical Memory ¥ 3767 MB In Use ™ 12381 MB Available A ;
e In Use - currently used memory, |
calculated as total - free - standby - "
i DHardware In Use iModiﬁed .Standby DFree
mOdIﬂed Reserved 122 MB 2767 MB 9614 MB
114 MB
e Modified - memory whose contents must Avaiable 12381 MB
. . . Cached 2889 MB
be written to disk before it can be used Total
Installed 16384 MB

for another purpose

e Standby - memory that contains cached data and code that is not actually in use

e Free - memory does not contain any valuable data and that will be used first and
processors drivers or the operating system needs more memory

6 Jelaslic Multi-Cloud PaaS 7 HIGH AVAILABILITY SCALING ON DEMAND EVOPS AUTOMATION 5) BUSINESS GROWTH




Speculation with Pay-per-Use Term

Pay-per-Use != <

(

@ Jelaslic Multi-Cloud Paas

.

Pay-as-You-Go
Pay-as-You-Allocate

Pay-as-You-Reserve

> = Pay-for-Limits

J

%% SCALING ON DEMAND



AWS's Pay-per-Use = Pay-per-Allocated-Limits

Task size

EC2 Launch Type Model Task size allows you to size at the task level and optionally set container-specific CPU
and memory sizes. You are billed for the task memory and task CPU allocated.

There is no additional charge for EC2 launch Tsk mamaiy® | 1800HIBE0G M
type. You pay for AWS resources (e.g. EC2

instances or EBS volumes) you create to store Task CPU* | 4 vCPU (4096) v
and run your application. You only pay for 0.25 vCPU (256)

what you use, as you use it; there are no

0.5 vCPU (512)

minimum fees and no upfront commitments.
1 vCPU (1024)

See detailed pricing information on the 2 vGPU (2048)
Amazon EC2 pricing page.

https://aws.amazon.com/fargate/pricing/
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https://aws.amazon.com/fargate/pricing/

Google's Pay-per-Use = Pay-per-Allocated-Limits

Cloud Run pricing

Cloud Run charges you only for the resources you use, rounded up to
the nearest 100 millisecond. Note that each of these resources have
a free tier. Your total Cloud Run bill will be the sum of the resources
in the pricing table.

https://cloud.qoodle.com/run/pricing#cloudrun-pricing

& Jelastic Multi-Cloud Paas

)} Cloud Run

& Create service

Capacity

Memory allocated
[ 4GiB v

Memory to allocate to each container instance.

CPU allocated
4 v

Number of vCPUs allocated to each container instance.

Request timeout
300 seconds

Time within which a response must be returned (maximum 3600 seconds).

Maximum requests per container
80

The maximum number of concurrent requests that can reach each container
instance. What is concurrency?

7 HIGH AVAILABILITY

5) BUSINESS GROWTH
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https://cloud.google.com/run/pricing#cloudrun-pricing

Real Statistics of Resource Consumption with Containers

RAM

Vertical Scaling Limit
Used Resources

2016 2017 2018 2019 2020 2021

Q@ Jelaslic Multi-Cloud Paas %% SCALING ON DEMAND @5 DEVOPS AUTOMATION



KUBERNETES
HOSTING




Technical Struggles with Kubernetes Services

e Too many components to manage (pod, node, service, ingress
and ingress controller, namespace, deployment, statefulset,
RBAC, nodeport, load balancer, physical volume, physical volume
claim, networks, resource limits, and so on)

e High entry barrier for beginners, most of features are
APl-managed only, default Kubernetes Dashboard Ul provides
limited functionality

e Migration complexity of traditional and legacy applications

e KB8s was designed for large scale cloud-native apps and
microservices, so it's not suitable for all workloads

e Upgrade to next Kubernetes version requires proper automation

and may be a challenge

S Jelastic Multi-Cloud Paas 7 HIGH AVAILABILITY & SCALING ON DEMAND DEVOPS AUTOMATION ) BUSINESS GROWTH




Automated Kubernetes Cluster Installation

Kubernetes Cluster W

pricing for running cloud-native microservice applications. The cluster can be used for

! Dedicated Kubernetes cluster with automated scaling and cost efficient pay-per-use Cluster Conflguratlon
development and production environments.

Version v1.20.4 K8s Dashboard v2

Topology Production Ingress Controller NGINX Remote API Storage
Deployment e Clean cluster Custom

NFS Storage (]

Modules v Prometheus & Grafana v Jaeger Tracing Tools

+ Remote API Access

_ https://www.youtube.com/watch?v=19H28icAlU
Environment kubernetes-cluster ' .vip.jelastic.cloud

Display Name Kubernetes Cluster

Region Premium

S Jelastic Multi-Cloud Paas ‘ HIGH AVAILABILITY & SCALING ON DEMAND CiO) DEVOPS AUTOMATION ’5) BUSINESS GROWTH


https://www.youtube.com/watch?v=l9H28icAlUg

Pre-Installed Kubernetes Components

e Nginx, HAProxy or Traefik, ingress
controllers for transferring HTTP/HTTPS
requests to services

e (NI plugin (powered by Weave) for overlay

network support

CoreDNS for internal names resolution

Dynamic provisioner of persistent volumes

Metrics Server for gathering stats

Jelastic SSL for protecting ingress network

Kubernetes Dashboard

HELM package manager to auto-install

pre-packed solutions from repositories

e Jaeger, Prometheus and Grafana

& Jelastic Multi-Cloud Paas 7 HIGH AVAILABILITY

a & = &G @

Built-In SSL Load Balancer Autoscaling Shared Storage  VPC Network

5| Entry Point -3| Entry Point

@ User Application Pods @ User Application Pods

Mm --- [m mMm --- OO0

{#) Runtime Conroller {&) Runtime Conroller

B Local Storage [ Local Storage

Worker 1 Worker N

Ul & CLI

M Infra Containers

Controller - Config Manager
Scheduler - DNS - API

{#) Runtime Conroller

Local Storage

Master
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Automatic Vertical Scaling with Pay-Per-Actual-Use Pricing

é BALANCE $5702.61 ¥ SETTINGS HELP ¥ VIDEO@JELASTIC.COM ¥

Jelastic © NEW ENVIRONMENT IMPORT &8 MARKETPLACE

Configuration of the Kubernetes Cluster

Env Groups ® Kubemetes Y
environment has been successfully updated.

Name a Status Usage
Env. Settings
.

Kubernetes Cluster —
Running 52 /520 N 1%

API Balancer x 2

Workers x 3

Storage x

=
@ Master

| Workers : Statistics
Auto Refresh

@all > Duration |1hour |w| Interval [1min |w 7] CPU  [/] RAM Network Auto Horizontal Scaling

2021/04/27 20:12:39
48 GiB
2 GiB

CPU Usage

CPU limit CPU Usage RAM limit RAM

An example of Workers vertical scaling: available capacity 48 GiB vs actually used and billed 2 GiB

2 ) DEVOPS AUTOMATION §) BUSINESS GROWTH
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Changing Worker Node Resource Limits on the Fly

Docker Premium

[ on | Resources 1 clou

Vertical Scaling per Not From Reserved Cloudlets:

Reserved Scaling Limit ) Scaling Limit: 12 4 = 248

1 cloudlet(s) upto 64  cloudlet(s)
= hourly v

Stateless v

CPU Usage = Memory Usage -
Kubernetes 1.16.6 #
@ %\ 5Gi
7 i
Disk Limit g 4 | ! 14 . —— T &
S =
quentia = §
<] g [ I
=
0 06i
public IPV6 OFF 1931 1932 1933 19:3¢ 1935 1936 1937 19:38 19:39 1940 1941 1942 1943 19:44 19:45 1931 1932 1933 1934 1935 1936 1937 19:38 1939 1940 19:41 19:42 19:43 19:44 19:45
v
Nodes T .
Name Labels Ready CPU requests (cores)  CPU limits (cores) ?ﬂ;’;‘:{ y requests Memory limits (bytes) Age +
beta kubernetes.io/arch: amd64
@  node242526-kubernetes.vip jelastic.cloud True 220.00m (2.75%) 100.00m (1.25%) 190.00Mi (2.32%) 100.00Mi (1.22%) aday :
beta kubernetes.io/os: linux  Show all
beta.kubernetes.io/arch: amd64
@  node242527-kubernetes.vip jelastic.cloud True 320.00m (4.00%) 200.00m (2.50%) 290.00Mi (3.54%) 200.00Mi (2.44%) aday :
beta.kubernetes.io/os: linux  Show all
beta.kubernetes.io/arch: amd64
@  n0de242529-kubernetes.vip jelastic.cloud True §70.00m (21.75%) 100.00m (2.50%) 240.00Mi (5.86%) 440.00Mi (10.74%)  aday H
beta.kubernetes.io/os: linux  Show all
beta.kubernetes.io/arch: amd64
@  node242528-kubernetes.vip jelastic.cloud True 670.00m (16.75%) 100.00m (2.50%) 100.00Mi (2.44%) 100.00Mi (2.44%) aday H
beta.kubernetes.io/os: linux  Show all
beta.kubernetes.io/arch: amd64
@  node242525-kubernetes.vip jelastic.cloud True 670.00m (16.75%) 100.00m (2.50%) 100.00Mi (2.44%) 100.00Mi (2.44%) aday :

beta.kubernetes.io/os: linux  Show all
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Access to Worker and Master Nodes Via Web SSH

Kubernetes Cluster :
Running 50 /520

API Balancer x 2

Workers x 3

Storage x 3

' o
Master x 3
'

™ Master : Web SSH

Node ID: 296590 ¥ M Duplicate Session

root@node296590-kubernetesl

A

root@node296590-kubernetesl
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Upgrade Procedure

Kubernetes Cluster . A
%« Redeploying...

API Balancer x 2

Workers x 3

Storage x 3
NFS

Master x 3

4 Master : Add-Ons

v

e

Cluster Upgrade \‘@@ Cluster Configuration

SELC.sE lials Remote AP Storage

& Jelastic Multi-Cloud Paas 7 HIGH AVAILABILITY & SCALING ON DEMAND
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Upgrade Procedure

Check if the cluster is eligible to
upgrade, and availability of final
version(s)

Upgrade installed cluster
components (Weave, ingresses,
dashboards, hello-world,
metrics-server, Helm,
Prometheus+Grafana, etc.)

Check if deprecated components are
present in the cluster

Upgrade master instances
one-by-one via redeploy

Evict PODs, upgrade worker
instances one-by-one via redeploy

& Jelastic Multi-Cloud Paas

ADDON-UPGRADE-INIT

ADDON-UPGRADE-START

CHECK-CLUSTER-STATUS

UPGRADE-CONFIGURATION

UPGRADE-MASTERS-CLUSTER (MASTER)

UPGRADE-MASTERS-CLUSTER (SLAVE)

UPGRADE-JPS-MANIFESTS

ENV.CONTROL.APPLYNODEGROUPDATA
[K8SM, CP]

UPGRADE-MASTERS-REDEPLOY (MASTER)

7 HIGH AVAILABILITY

UPGRADE-MASTERS-POST (MASTER)

UPGRADE-WORKERS

& SCALING ON DEMAND

(G5 DEVOPS AUTOMATION

UPGRADE-MASTERS-REDEPLOY (SLAVE)

UPGRADE-MASTERS-POST (SLAVE)
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Built-In Add-Ons

v

v
Q DockerHub Registry Credentials Rancher Installer Certificate Manager \‘é\\ \ GitLab Integration

DockerHub Credentials Rancher Platform Installation Install Certificate Manager Configure Remove Integration

v
@ Cluster Monitoring (g, Cluster Upgrade (g%, Cluster Configuration ﬁ FTP

Install Monitoring Tools Start Cluster Upgrade Remote API Storage

Env Start/Stop Scheduler Q TimeZone Change

Install Install

A
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Embedded Cluster Monitoring

Grafana Prometheus

88 Jelastic Kubernetes Cluster # o

Prometheus

Deshbosrds Use local time Enable query history Enable autocomplete Use experimental editor @ Enable

v Cluster Health Q | coredns_dns_request_duration_seconds_bucket

Cluster Pod Usage Cluster CPU Usage Cluster Memory Usage Cluster Disk Usage

Graph

CE

n n y ==

9.818% | 15.75% 4.605% 0.6407%

Cluster Pod Capacity Cluster CPU Capacity Cluster Mem Capacity Cluster Disk Capacity

— limit
~ Deployments

Deployment Replicas - Up To ... Deployment Replicas Deployment Replicas - Updat. Deployment Replicas - Unavai.. 1500

2020-
1214 o

115023 OPeEr 15 15

2020-
1214

nfs-client- ¢ : -

coredns_dns_request_duration_seconds_bucket{instance="10.2
v Node SR B g =

19
dns”, kubernetes_namespace="kube-system”, kubernetes_node="niode296:

Number Of Nodes Nodes Out of Disk Nodes Unavailable e e
dns" kubernetes. namespace="kube-sy:

job="kuberne

service-endpoints”, kBs_app="kube-dns", kubemetes io_cluster_service="true", kubernetes io_name="KubeDNS". kubernetes_name="kube-
6-kubernetes1.vip jelastic.cloud”, le="+Inf", server="dns://53", type="A", zone=""}
econds_bucket{instance="10.239.

rvice-endpoints”, kBs_app="kube-dns", kuberetes io_cluster_service="true", kubernetes_io_name="KubeDNS", kubernetes_name="kube-

vip jelastic.cloud”, le="+Inf", server="dns:
8.1:9153", job="kubernete:

53", type="ARAA", zone=""}
u core equest_duration_secon
[ N/A 0 dns”, kubemetes namespace="kube-sy;

coredns_dns_request_duration_seconds_bucket{instance="10.239.128.19;
gns". kubemetes namespace="kube-syster". kubermnetes _node="n:

;_bucket{instance="10.239.
em”, kubernetes_node="n

rvice-endpoints”, kBs_app="kube-dns", kuberetes io_cluster_service="true", kubernetes_io_name="KubeDNS", kubernetes_name="kube:
€206586-kubernetes1.vip jelastic.cloud", le="+Inf", server="dns://:53", type="other", zone=""}

job="kuberete:

endpoints”, kBs_app="kube-dns". kubernetes io_cluster_service="rue", kuberetes io_name="KubeDNS". kubernetes_name="kube
1e206586-kubernetes1 vip jelastic cloud", le="0.00025", server="dns /53", type="A". zone="}
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Kubernetes Issues Solved by Jelastic

Challenging setup is converted to “one click”
Manual nodes configuration is fully automated
Out of the box LB and SSL support
K8s metrics and monitoring solutions

Kubernetes Cluster #

pre installed et b
e Replacing VMs with system containers
o “Pay-Per-Actual-Use” pricing i
o Fast scaling of K8s nodes i i e
e Turnkey solution for Public Hosting —
Business -
e Multi-cluster and multi-cloud —
management M 012/2:40 @ £ [« O
e Built-in billing and monitoring tools

e Product and security updates automation

for development and production environments.
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https://www.youtube.com/watch?v=50AYZbP3lns

GitLab CI/CD Pipeline Integrated with Kubernetes

e Built-in CI/CD for creating a pipeline and
controlling the application delivery
lifecycle, from uploading the code to the
repository, up to deployment to

production

e AutoDevOps helps to establish a CI/CD

pipeline that automatically detects,

builds, tests, and deploys the projects

https://jelastic.com/blog/kubernetes-qgitlab-ci-cd-integration/
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https://jelastic.com/blog/kubernetes-gitlab-ci-cd-integration/

Multi-Region Kubernetes Cluster Federation

Kubernetes Federation is a multi-cloud or multi-region implementation for centralized
deployment and management of applications and services across multiple Kubernetes

clusters. Member Cluster 1 Member Cluster 2
Multi-Region Kubernetes Cluster Federation in Jelastic PaaS
How to Federate Resources across Kubernetes Clusters for ] E-8

Unified Deployment

Kubernetes Cluster

Running
Workers
Storage
g3
|
Master : K
‘ 1 E Federation
Control Plane
Kubernetes Cluster " L ‘
Running :
Workers | |
32
Storage -
ves| 1 1 % %
Master
Member Cluster 3 Member Cluster 4
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https://jelastic.com/blog/kubernetes-cluster-federation/
https://jelastic.com/blog/kubernetes-cluster-federation-unified-deployment/
https://jelastic.com/blog/kubernetes-cluster-federation-unified-deployment/

<o
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GET STARTED WITH 30 DAYS FOR

https://www.beebyte.se/platform-as-a-servic
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https://www.beebyte.se/platform-as-a-service-paas/

“Give a Try Yourself

https://jelastic.com/kubernetes-hosting/

‘ Contact for Partnershlp
. and Assistance  © [
| |nfo@JeIast|c com

éJeIastic (((beebyte

A DIVISION OF Virtuozzo



https://jelastic.com/kubernetes-hosting/

